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Classical Blackwell Prediction

Let x1, X2, X3, . . . be a infinite 0-1 sequence, not necessarily stationary or

even random.

We wish to sequentially predict the sequence:

Guess Xp11, knowing xi, X2, . . ., Xn.

Of interest are algorithms which predict well for all 0-1 sequences.

One of them is the Blackwell algorithm.
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A prediction sequence y1, s, ys, . . . is a random 0-1 sequence with 1

being the predicted value of x,1.

Some further notation:

Xn = — z;x,, the relative frequency of “1” in
1=

the sequence x1, X2, X3, . . . , Xn,

v = 1yy,—x}, the success indicator for the i-th outcome,

1o . -
Tn =4 Zm, the relative frequency of correct prediction up to n.
i=1
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A plausible deterministic prediction scheme:

Classical
P 1 Blackwell
det 1t Xn = 2 Prediction
Yoyt = forn>1,
0 if Yn S % Prediction
ford > 3
yie =1
References

Its strength: Let 0 < p < 1.

If X1, X2, X3, . .. are independent Bernoulli (p), then for (y%; n > 1)
¥, — max(p,1 —p) forn—

by the law of large numbers. Bernoulli (1713).

Its Weakness: For 1,0,1,0,1,0,... 7,=1foralln>1.
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Question: Does there exist a prediction procedure with ord 2
References
¥, — max(p,1—p) asn—

for all infinite 0 — 1 sequence ?



Blackwell algorithm: Let 1, = (Xn,7,) € [0, 1]? and
S={(x,y) €[0,1]% | y > max(x,1 — x)}.

A
Yn
L R
Mn
D
%/_J — -
Wh Xn

Yn+1 is chosen on the basis of u, according to the conditional probabilities
0 ifurel
Ynri =91 ifupeR
1 with probability w;, if u, € D

When u, is in the interior of S, y,11 can be chosen arbitrarily. Let y; = 1.
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d denotes the Euclidean distance in R? and d(x, A) the distance from

point x to the set A.

Classical
Blackwell

Theorem 1 Prediction
For the Blackwell-algorithm applied to any infinite 0-1 sequence
X1, X2, Xa, . . . the sequence (un; n > 1) converges almost surely to S, i.e.

d(un,S) — 0 almost surely as n — oo .

Remark

The theorem has minimax character. For every 0-1 sequence the
Blackwell-algorithm is at least as successful as for iid Bernoulli-variables.

But for those it does the best possible.



Proof

Letd, = d(un, S). Classical
Blackwell
Case1: up e L Prediction

A

Yn

HKn R
L
D
Xn
Then dn+1 = F’”dn

Case2: uyp € R Then dhi1 = dy.

_n_
n+1



Case3: un €D

Classical
We have Uny1 = %Mn + r%H (Xn+17'}’n+1) and assica
Blackwell

. Prediction
. 1—w, if Xp01=0
P(vn+1 = 1| Xp+1 and past until n) =

Wh if Xpe1 =1
Yn
S
//',78 »
1—wy
Hn Wn
Wn 1—wn Xp

The conditional expectation of w1 is closer to T than .



ltholds () E (d.4 | past(n)) < (w) a2 + 2(n+1)2 for un, € D
Classical
with dn = d(un, S). assica
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ltholds () E (d.4 | past(n)) < (w) a2 + 2(n+1)2 for un, € D
We have  fini1 = S50 + ,,%(XHM%H)-
2
2y = d(pns1,S) < || nsr — (3 %)H
2
|55 (1o = (%»%)) + a7 (e, 7041) = (25 )]

= (n+1) dfs )2 + Gz n+1 <”” (;72) (Xn+1,Yn41) — (%7%»
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ltholds () E (d.4 | past(n)) < (w) a2 + 2(n+1)2 for un, € D
We have  fini1 = S50 + ,,%(Xnﬁﬁnﬁ)-
@1 = d(ni1,8) < |l — (5,3
2
|55 (1o = (%»%)) + a7 (e, 7041) = (25 )]

= (35)" o8 + gie + e (= (2 8) (ot 01) = (3,4))

Taking conditional expectation E(. | x,1, past(n)) the bracket-term
vanishes because of the orthogonality of T and p, — (2, 2) and we get (+).
But (*) holds also for £, R and S.

Thus (d?; n>1) is a nonnegative almost supermartingale with £(d5) < ;-
Then Z, = d? + /; Z(Il—”z is a positive supermartingale with EZ, — 0.

The convergence theorem for supermartingales implies Theorem 1. O
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Riedel’s Result on nonequal Weights

n
Let (gn, n > 1) be a sequence of positive numbers and let G, = > g;.

i=1

Let X, = G Z 9ix; and ~, as above. Let pin = (Xn, vn).
n i=1

Theorem 2
Assume (/); (g"> < oo and ﬁi); (%Z) = 0o

Then d(un,S) — 0 almost surely as n — cc.

Examples: 1) g, = n” for some v > 0. Then O ().
An® gn o—1
2) gn = e*" for some A > 0. Then G, O(n )
Thus: convergence for 0 < o < 1.

3) gn = €. No convergence !
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Sequential prediction of d > 3 categories

Let x1, X2, X3, . . . be a infinite sequence with outcomes in
D={0,1,...,d—1}.
Let 7,({) denote the relative frequency of the j-th outcome up to n

and
Xn = <Y20)7Y571)7Y572)7 s 7Y£7d_1)> .

Let y1, ¥, v, . .. be a sequence of predictors with values in D and ~, the

relative frequency of correct predictions.

Question: s there an algorithm such that
5, — max (7(0),7(‘)77(2& - 77("*‘)) 50

for every sequence xi, X2, X3, . . . with values in D?
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Open Problem: Let X, _; denote the unit simplex in RY, let

Wd =Xg4_1 X [07 1] Classical

Blackwell
and Prediction
S = {(q, ~v) € Wy | v > max (C](O)7 q(1), q(z), RN q(d71))} . Prediction
ford > 3
Does there exist a generalized Blackwell algorithm such that for every e
sequence Xi, X2, Xs, ... with values in D = {0,1,...,d — 1}, it holds
Xn,7,) = L7

Problem: The argument of Theorem 1 does not carry over directly since
there are no right angles in .. See d = 3.

Exercise: By which factor has one have to stretch the [0, 1]-axis, to get

right angles of the cutting planes in the stretched prism?



Back to the case with two outcomes:

A transformation of the prediction square o
Prediction
2 2
Prediction
1 TN | ford >3
References
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7570) -+ ®Xp ' R
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A basis for generalisations to more than two categories.



Prediction ford =3

. . Classical
A natural generalization: !
Instead (Xn,7¥,,) We Use pn = Xn + 7, 13 with 13 = (1,1, 1). Prediction
x(0) Prediction
ford > 3

x() References

V3

x(1)

V;>,={X-|—’}/]13|X6227 ’)/6[0,1]}



The geometric structure of V3

We cut V5 from each of its upper vertices down to the two lower vertices. ;Zii‘;:‘l
This yields 8 pieces of 4 different types. S is the piece on the top. Prediction
Prediction
ford > 3

The cutting planes have s = (£, £, %) as joint point and are perpendicular
to each other.



How does the algorithm randomize in the different pieces?

Geometrical interpretation of the randomisation probability

Pun) := (PO (1n), P (11n), P (11n)) as follows:

Prediction

Type 1: un € 4 ford >3

(0,0,1)

(1,0,0)
(0,1,0)



nearest point in S for pn

Type 2: pun € '
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Type 2: iy € '

Type 3: un €

»

nearest point in S for pn

(1,0,0)

(1,0,0)

Hn
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Type 2: iy € '

nearest point in S for pn
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Hn

p(un) = (1,0,0)



The Result for d = 3
T, = {(q("’,q(”,q‘z)) ’q") >0, iq“) = 1}
i=0

Vs

22+[071]']]-37 13:(17171)

72 max (%Y x®} |

S; = {X+’YIL3€ V3

Mn = Xn +7n13'

Theorem 3

Let d = 3. For the generalized Blackwell algorithm it holds:

For every sequence xi, X2, X3, . .. with values in {0,1,2}

d(un,S3) — 0 almost surely asn — co.
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The Result for d > 3

a—
Let Y4 = {(q(o),...,q(d 1) ‘ Z }
i=0
Vo = Z4-1+[0,1] - 14, 1g=(1,...,1) Prediction
ford > 3

Sy = {x+ﬂld € Vy | v > max {x(o),...,x(d’”}}

pn = Xn+7,1q.
Theorem 4

Let d > 3. There exists a generalized Blackwell algorithm such that for

every sequence xi, X, Xs, . .. with values in D = {0,1,2,...,d — 1},
it holds that

d(un,Sq¢) — 0 almost surely asn— oco.



How to randomize?

Lete;, i=0,...,d — 1 denote the standard unit vectors and 14 = (1,...

Let E; denote the affine spaces

Ei=A(eo,...,6 1,6 +14,81,...,69-1), [ =0,1,...,d—1.

They have n; = %ILd —e,i=0,1,...,d —1as normal vectors and
intersectall ins = (2,...,2).
The E; are pairwise perpendicular to each other and devide V, in 2¢
pieces. un lies in one of these pieces.
Then we have

Se={z,=x+~1g€ V4| (z,—n;,n) >0, Vie D}

with D={0,1,2,...,d — 1}.

1)
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The definition of p(un) € g1

a) Letun & Sy. Let {h,...,ij} be asubsetof {1,...,n} such that:

(on — M, m) < 0forl=ip,...,J;withsome 0 < j<d—1and
Prediction

(pen — Ny, Ny > 0O for all other /. ford >3

LetA; =A (%]lduulh s eid—1) and A; = A(ey, €, - - e’/)'
Let A1 N Az = {po}. We put p(n) = po.

b) If un € 8Sq, letv = #{i € D | un € Ej}.
1

) if up € E; .
Thenput  pD(us) =<~ Ho fori=0,...,d—1.
0 ifundE

¢) If un € Sq\ 8Saq, then put p(un) = L fori=0,...,d — 1.
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The Puzzle to the Prism

. Classical
We cut V3 not only from one vertex of above to two below, but also vice R
versa. Prediction
e How many pieces show up? Prediction
ford > 3
e How looks the central piece?
References
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Thank you

for your attention !
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